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Abstract—In this paper, we consider the design of an optimum
beamforming and scheduling scheme at a multi-antenna UAV
central node (UAV-C), which collects information from several
other single-antenna distributed UAV nodes (UAV-D). When the
channels between UAV-C and UAV-D are both perfectly known,
the optimum strategy is to employ minimum mean-square-error
(MMSE) beamforming in conjuction with a computationally
efficient combinatorial approach. For the case where the channels
between UAV-C and UAV-D are subject to channel estimation
errors, a stochastic robust design approach is proposed. In
this case, it is shown that the optimum strategy is to use
robust MMSE beamformers in a combinatorial but efficient
manner. Simulation results show that robust beamforming plus
scheduling provides significant gains in average throughput over
non-robust beamformers with scheduling, and the robust and
non-robust beamformers without scheduling. It is observed that,
although multi-beam beamforming with scheduling outperforms
beamforming without scheduling, the importance of the robust
beamformer should not be overlooked as the beamformer and
scheduler designed with the assumption of perfect channel
knowledge result in significant reduction of throughput in cases
where channel estimation is erroneous.

Index Terms—Multi-beam Scheduling and beamforming, im-
perfect channel, robust beamforming, UAV networks

I. INTRODUCTION

Recently, unmanned aerial vehicles (UAVs) have attracted

significant interests in civilian and military applications, in-

cluding reconnaissance, border patrol, traffic control, and

forest fire monitoring [1], [2], [3]. UAVs have also found

useful to relay information between distant platforms so as to

maintain reliable wireless communication links [4], [5], [6]. In

particular, the UAV relays become most beneficial when the

line-of-sight (LOS) between the source and destination nodes

is obstructed by mountains or buildings, which are difficult to

directly communicate to each other.

With the use of advanced wireless technology and micro-

electromechanical systems, swarms of small UAVs are ex-

pected to be deployed for more challenging missions. As

such, multiple source nodes may often compete the wireless

channels, and efficient transmission schemes are desired to

enhance the quality of service [7]. Upon appropriate resource

management, the concurrent transmission of information from

multiple source nodes in a wireless network have shown to

achieve further improved spectral and power efficiency [8],

[9], [10].

In this paper, we consider optimum beamforming and

scheduling in a UAV network with an objective to maximize

the system sum capacity or throughput. A multi-antenna

UAV central node (UAV-C) receives information from N

distributed UAVs (UAV-D). Based on either perfect or im-

perfect knowledge of channels between the UAV-C and UAV-

D nodes, beamforming and scheduling tasks are executed at

the UAV-C node. In particular, the UAV-C node tunes its

K beams to receive signals from N UAV-D nodes, where

K ≤ N . When the channels are perfectly known, it is

shown that the optimum strategy is to employ the minimum

mean-square-error (MMSE) beamforming in conjunction with

a combinatorial approach. For the case, where the channels

are subject to estimation errors, a stochastic robust design

approach [11], [12] is proposed to make the beamformer

robust against channel estimation errors. In this case, it is

shown that the optimum strategy is to use robust MMSE

beamformers, also in a combinatorial approach. Because K

is usually smaller than M , i.e., the number of antennas at the

UAV-C node, the aforementioned combinatorial approach can

be efficiently handled by brute-force search. Average sum ca-

pacity results obtained from computer simulations give several

important insights. First, it is clearly seen that beamforming

with scheduling provides significant performance gains over

beamforming without scheduling. Second, if the channels are

subject to estimation errors, beamforming with scheduling may

not suffice. In order to make the beamforming with scheduling

robust against channel estimation errors, the robust design of

beamformer is preferred. In essence, robust beamforming with

scheduling provides significant gains in average throughput

over the non-robust beamformers with scheduling, and the

robust and non-robust beamformers without scheduling.

The rest of the paper is organized as follows. In Section

II, the system model is presented, whereas in Section III, an

optimum beamforming and scheduling approach is proposed

for the case where the channels are perfectly known. The

beamforming and scheduling design of Section III is then

extended in Section IV to a case where channels are im-

perfectly known. Simulation results are presented in Section

V to illustrate the superior performance of the proposed

beamforming and scheduling method. Conclusions are drawn

in Section VI.

Notations: The following notations are used in this paper.

A lower (upper) case bold letter denotes a vector (matrix).

(.)H and (.)T respectively denote Hermitian transpose and

transpose operations. E[·] denotes the expectation operator.



II. SYSTEM MODEL

As shown in Fig. 1, we consider a multi-beam node, denoted

as D, which consists of M antennas. Node D receives signals

from N source nodes, denoted as Si (i = 1, 2, · · · , N ). The

source nodes are single-antenna nodes.

Fig. 1. Multi-beam adaptive beamformer for an UAV network (Solid lines
indicate beams that are assigned to serve the nodes, whereas the dashed line
indicates that the node cannot be served.)

Denote ui ∈ {1, 0} as the action indicator of source node Si

for i = 1, ..., N , and denote u = [u1, ..., uN ]T . ui takes a value

of 1 when node Si is in the “transmission” mode, whereas its

value is 0 when node Si in the “non-transmission” mode. The

signal vector received at node D is expressed as

x =

N
∑

i=1

uihi

√

Pisiai + n (1)

where si and Pi are, respectively, the signal and power

transmitted from node Si, and hi is the propagation channel

gain between nodes Si and D. We assume that si, ∀i, have

a unit power and are mutually uncorrelated, i.e., E[sis
∗
k] = 0

for i 6= k, and E[|si|2] = 1. In addition, ai is the M × 1
steering vector corresponding to the source node Si. hi and

ai are considered unchanged during the coherent processing

time. n is the M×1 additive noise vector whose elements are

assumed to be independent and identically distributed (i.i.d.)

complex Gaussian variables with zero-mean and variance σ2.

III. BEAMFORMING AND SCHEDULING UNDER PERFECT

CHANNEL KNOWLEDGE

Assume that the node D adaptively forms K beams (K ≤
M ). Each beam is formed to receive signals transmitted from

a different source node. We use a notation i = b(k) to denote

that the kth beamformer is tuned to receive signal from Si. As

such, the received signal from the kth beamformer is expressed

as

rb(k) = w
H
b(k)x

= ui

√
Pisiw

H
b(k)hi

+

N
∑

l=1,l 6=i

ul

√

Plslw
H
b(k)hl +w

H
b(k)n

(2)

where we have defined hi = hiai, ∀i = 1, · · · , N . The first

term at the right-hand side corresponds to the desired signal

from Si, whereas the second term is the interference from

other nodes, and the last term is the additive noise. The mean-

square-error (MSE), MSEi = E
{

|rb(k) −w
H
b(k)x|2

}

, can be

expressed as

MSEi=1 +w
H
b(k)



uiPihih
H
i +

N
∑

l=1,l 6=i

ulPlhlh
H
l + σ2

IM





×wb(k) − ui

√
P i

(

w
H
b(k)hi + h

H
i wb(k)

)

(3)

We consider the sum capacity as a performance metric. Noting

that MMSE = 1
1+SINR [13], where MMSE and SINR, are

respectively, the MMSE and signal-to-interference plus noise

ratio (SINR), the sum capacity (as a function of u) can be

expressed as

C(u) =
N
∑

i=1

log2(MMSE−1
i ). (4)

Because each beam is tuned to a specific user, MSEi is

decoupled in terms of wb(k), ∀k, for a given u. As a result,

the optimum beamformers can be obtained by individually

minimizing each MSEi. For u = u0 = [u1,0, · · · , uN,0]
T ,

we obtain the following MMSE beamformer

wb(k) =
√
P iui,0R

−1
T hi, ∀k, i, i = b(k) (5)

where

RT = E
{

xx
H
}

= ui,0Pihih
H
i +

N
∑

l=1,l 6=i

ul,0Plhlh
H
l + σ2

IM .

(6)

Substituting the MMSE beamformer (5) into (3), the achieved

MMSE for the ith node is

MMSEi = 1−ui,0Pih
H
i R

−1
T hi =

1

1 + ui,0Pih
H
i R

−1
I,i hi

(7)

where

RI,i = RT − ui,0Pihih
H
i . (8)

The sum capacity is then given by

C(u0)=

N
∑

i=1

log2

{

1 + ui,0Pih
H
i

[ N
∑

l=1,l 6=i

ul,0Plhlh
H
l + σ2

IM

]−1

hi

}

. (9)

The objective of the multi-beam scheduling optimization prob-

lem is to maximize the sum capacity under the constraint

that K beams can be formed. The corresponding optimization

problem for scheduling can be expressed as

P1 : max
{u∈{1,0}N×1}

C(u)

s.t. uT
1 ≤ K (10)

where 1 is the vector whose elements are all 1. Since the

elements of u are binary integers, it is clear that P1 is a integer

programming problem, which is known to be NP hard. Several

methods, such as Lagrangian, semidefinite programming and

completely positive programming relaxations can be employed

to solve P1 suboptimally [14]. Because K ≤ M and the

major computational complexity associated with the optimum

beamformer calculation is only inversion of a single M ×M



matrix RT, the joint beamforming and scheduling can be

efficiently solved by brute-force. This means that the sum

capacity can be maximized by obtaining MMSE beamformers

for 2K combinations of u and selecting the combination that

gives the maximum sum capacity.

IV. ROBUST DESIGN OF BEAMFORMING AND

SCHEDULING

In practice, the channel estimates may not be perfect. This

will yield degradation of the output MSE performance. The

strategies of scheduling the source nodes should also be

changed accordingly. In the presence of channel estimation

errors, the actual hi and its estimate ĥi can be related as

hi = ĥi + ei, i = 1, · · · , N (11)

where ei, ∀i, are the estimation errors, whose exact values

are unknown. If the beamformer is designed solely on the

basis of ĥi, the beamformer’s performance is inevitable to

degrade. However, if an upper bound on the Euclidean norm

or the statistical distribution of ei can be exploited, the

performance of the beamformer can be made robust against

unknown ei. The approach based on the deterministic upper

bound of the error norm results in worst-case performance

based robust design [15], [16], whereas the approach based

on the statistics of error results in stochastic robust design

[11], [12]. The objective of the worst-case approach is to solve

the beamformer design problem for the worst-case errors. The

resulting beamforming and scheduling design, however, turns

to be a computationally demanding optimization problem.

In this paper, we employ stochastic robust design for the

considered UAV network, which has the same computational

complexity as the beamformer design with perfect channel

knowledge and requires only the knowledge of the second-

order statistics of the channel estimation errors.

In the presence of the estimation errors, the received signal

corresponding to the kth beamformer can be expressed as

r̃b(k) = w
H
b(k)

(

ui

√
P i(ĥi + ei)si

+

N
∑

l=1,l 6=i

ul

√
P l(ĥl + el)sl + n

)

.

(12)

The corresponding MSE, MSEr
i = E

{

|r̃b(k) − si|2
}

, is given

by

MSEr
i = 1 + uiPiw

H
b(k)(ĥi + ei)(ĥi + ei)

H
wb(k)

+

K
∑

l=1,l 6=i

ulPlw
H
b(k)(ĥl + el)(ĥl + el)

H
wb(k)

−ui

√
P i

(

w
H
b(k)(ĥi + ei) + (ĥi + ei)

H
wb(k)

)

+σ2||wb(k)||2. (13)

In the stochastic robust design approach, the objective func-

tion is averaged over all possible realizations of the estima-

tion errors. Towards this end, the average MSE, MSE
r

i =

E{ei,∀i} {MSEr
i}, is expressed as

MSE
r
i=1 + uiPiw

H
b(k)(ĥiĥ

H
i +Rei

)wb(k)

+w
H
b(k)







N
∑

l=1,l 6=i

ulPl(ĥlĥ
H
l +Rel

) + σ2
IM







wb(k)

−ui

√
P i

(

w
H
b(k)ĥi + ĥ

H
i wb(k)

)

(14)

where

Rei
= E

{

eie
H
i

}

. (15)

As in the case without estimation errors, MSE
r
i is decoupled

in terms of wb(k), ∀k, for a given u. The beamformer that

minimizes MSE
r
i is the MMSE beamformer, which can be

expressed as

w
r
b(k) =

√
P iui,0R̃

−1
T ĥi, ∀i, k, i = b(k) (16)

where the superscript ‘r’ in w
r
b(k) denotes that the beamformer

is robust, and

R̃T = ui,0Piĥiĥ
H
i +

N
∑

l=1,l 6=i

ul,0Plĥlĥ
H
l + ui,0PiRei

+

N
∑

l=1,l 6=i

ul,0PlRel
+ σ2

IM . (17)

When the estimation error is mutually uncorrelated, Rei
is

diagonal. As such, the inclusion of Rei
amounts to diagonal

loading. The MMSE achieved with the beamformer (16) is

expressed as

MMSE
r
i = 1− ui,0Piĥ

H
i R̃

−1
T ĥi =

1

1 + ui,0Piĥ
H
i R̃

−1
I,i ĥi

(18)

where

R̃I,i = R̃T − ui,0Piĥiĥ
H
i (19)

is the interference-plus-noise covariance matrix. The sum

capacity is then defined as

Cr(u) =

N
∑

i=1

log2

(

(

MMSE
r
i

)−1
)

. (20)

Substituting (18) into (20), the sum capacity for the robust

beamformer is given by

Cr(u0)=
N
∑

i=1

log2

{

1 + ui,0Piĥ
H
i

[ N
∑

l=1,l 6=i

ul,0Pl

(

ĥlĥ
H
l

+Rel

)

+ ui,0PiRei
+ σ2

IM

]−1

ĥi

}

. (21)

Consequently, the optimization problem for scheduling can be

expressed as

P2 : max
{u∈{1,0}N×1}

Cr(u)

s.t. uT
1 ≤ K. (22)

The optimization problem P2 is the binary integer program-

ming problem as P1 and cannot be efficiently solved. However,



as the computational cost involved with the robust beamformer

design is same as in the case without estimation errors and

K ≤ M , the joint beamforming and scheduling can be still

efficiently solved by the brute-force approach. This means

that the sum capacity can be maximized by obtaining robust

MMSE beamformers for 2K combinations of u and selecting

the combination that gives the maximum sum capacity. The

following remark is now in order.

Remark 1: When the beamformer (5), obtained under the

assumption that the channels are perfectly known, is used for

the case with channel estimation errors, i.e., in (14), we obtain

the MMSE value for the naive design. This can be expressed

as

MMSENd
i = 1− ui,0Piĥ

H
i R

−1
T

(

IM −ER
−1
T

)

ĥi (23)

where

E =

N
∑

l=1

ul,0PlRel
. (24)

Proposition 1: The relationship between MMSE
r

i and

MMSENd
i is given by MMSE

r
i ≤ MMSENd

i for all i, k,

where i = b(k).
Proof: Assume that MMSE

r

i > MMSENd
i is true. Then, we

have

ĥ
H
i R̃

−1
T ĥi < ĥ

H
i R

−1
T

(

IM −ER
−1
T

)

ĥi

⇒ ĥ
H
i (RT +E)−1

ĥi < ĥ
H
i R

−1
T

(

IM −ER
−1
T

)

ĥi. (25)

Using the matrix inversion lemma, (RT + E)−1 can be

expressed as

(RT +E)−1 = R
−1
T −R

−1
T (IM + ER

−1
T )−1

ER
−1
T . (26)

Substituting (26) into (25) and with some simplifications, (25)

can be expressed as

ĥ
H
i R

−1
T ER

−1
T ĥi < ĥ

H
i R

−1
T (IM +ER

−1
T )−1

ER
−1
T ĥi. (27)

Note that E is a positive semidefinite hermitian matrix,

whereas RT is a positive definite matrix. Moreover, we have

eig(ER
−1
T ) = eig(R−1

T E), where eig(·) stands for the eigen-

values of a matrix. Then , according to Theorem 7.6.3 of [17],

ER
−1
T is positive semidefinite. Define the eigendecomposition

(ED) of ER
−1
T as ER

−1
T = UΛU

H , where U is a unitary

matrix and Λ is a diagonal matrix with the non-negative

eigenvalues of ER
−1
T . Substituting this ED into (27) and after

some straightforward steps, (27) can be expressed as

ĥ
H
i R

−1
T U[IM − (I+Λ)−1]ΛU

H
ĥi < 0. (28)

It is clear that the matrix U[IM −(I+Λ)−1]ΛU
H is a Hermi-

tian positive semidefinite matrix. Consequently, R−1
T U[IM −

(I + Λ)−1]ΛU
H is a positive semidefinite [Theorem 7.6.3

of [17]] matrix. This contradicts with the fact that (28)

is true, which in turn contradicts with the assumption that

MMSE
r

i > MMSENd
i is true. This completes the proof of

Proposition 1. �.

Because MMSE
r

i ≤ MMSENd
i , ∀i, k, i = b(k), it is clear

that Cr(u0) is larger than CNd(u0), where CNd(u0) =
∑N

i=1 log2

(

(

MMSENd
i

)−1
)

.

V. NUMERICAL RESULTS

In this section, we compare the performance of the pro-

posed scheduling with that of the system that does not run

the scheduling algorithm (i.e., all source nodes are in the

transmission mode), both for the cases with perfect and im-

perfect channel knowledge. The performance of the proposed

robust beamformer is compared with the naive design which

considers the estimated channels as the true channels, both

for the cases with and without scheduling. For all simulation

results, we take K = M , a uniform circular array (UCA) of

M elements with a radius of circle as a half-wavelength, and

Pi = 1, ∀i. All results are obtained by averaging over 1000
random channel realizations which are drawn from zero-mean

complex Gaussian distribution with a variance σ2
h.

A. No Channel Estimation Errors

We first discuss the results obtained for the case with the

perfect channel knowledge. The average sum capacity as a
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Fig. 2. Sum capacity versus SNR

function of signal-to-noise ration (SNR) is shown in Fig. 2

for cases without and with scheduling. The SNR is defined

as log10
(

1
σ2

)

, where σ2 is varied. We take M = 4, N = 6
and σ2

h = 1 for this figure. It can be seen from Fig. 2 that

scheduling provides significant performance improvements

over the case without scheduling. Because the scheme without

scheduling observes significant interference, it is seen that the

sum capacity gets saturated very fast as the SNR increases.

However, for the case with scheduling, the sum capacity

improves significantly when SNR increases, suggesting that

the scheduler suppresses interference very effectively. In Fig.

3, the sum capacity versus M is displayed for the cases

with and without the proposed scheduling. We take SNR of

20 dB and σ2
h = 1. It can be observed from this figure

that the most significant gains of the proposed scheduling

occur when 2 ≤ M ≤ 6. However, when M goes above 6,

the performance gap between the schemes with and without

scheduling decreases. This could be understood from the

fact that as M approaches N and becomes larger than N ,

the interference suppression capability of the antenna array

improves so that the gains obtained from scheduling becomes

minimal. In other words, this result shows that it is important

to combine beamforming with scheduling when M << N .
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Fig. 3. Sum capacity versus M (perfect channel knowledge)

B. With Channel Estimation Errors

We now discuss the results obtained for the case when

channels are subject to estimation errors. In Fig. 4, the sum
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Fig. 4. Sum capacity versus M in the presence of channel estimation errors

capacity of four different schemes are compared, namely,

the robust and naive beamformer designs with and without

scheduling. The variance of channel estimation errors is

taken as σ2
e = 0.02, whereas σ2

h and N are set to 1 and

6, respectively. When M increases, the performance of all

methods improves. The robust design method with scheduling

outperforms all other designs for all M . The performance

gap between the robust design with and without scheduling

decreases after M ≥ N . Moreover, although the naive design

with scheduling outperforms both robust and naive designs

without scheduling for M < 5, it is observed that the

performance of the former method becomes inferior to the

robust method without scheduling when M goes beyond 5.

As in Fig. 4, the sum capacity of different methods are

compared in Fig. 5, but for different values of N by taking

M = 4. We take σ2
e = 0.03 and σ2

h = 1. It can be observed

from this figure that, when N increases, the sum capacity

decreases after N ≥ 3, for both robust and naive beamformers

without scheduling. However, when scheduling is employed,

sum capacity of both methods increases for all considered
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Fig. 5. Sum capacity versus N (M = 4) in the presence of channel
estimation errors

values of N . This means that scheduling can exploit multi-

user diversity by properly handling the interference scenario.

VI. CONCLUSION

We have proposed an optimum beamforming and scheduling

method for a UAV network, where a multi-antenna UAV

central node receives information from multiple distributed

UAV nodes. Considering that the UAV central node can

estimate all channels with and without estimation errors, the

optimum beamforming and scheduling problem is solved by

obtaining the MMSE beamformers in an efficient approach.

Simulation results show that, although beamforming with

scheduling outperforms beamforming without scheduling, ro-

bust design of beamformer is required to avoid degradation of

the beamforming with scheduling method.
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