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Abstract—This paper proposes a new relay selection method
based on local channel state information (CSI) for a system
consisting of a source, a destination and an arbitrary number of
amplify-and-forward relay nodes. A set of candidate relays, whose
source-relay (S-R) links are not in outage, is formed. An S-R link is
in outage if its signal-to-noise ratio (SNR) is below the predefined
threshold value of the destination SNR plus some adjustable
margin. The candidate relay that yields the maximum second-hop
SNR is then selected at the destination. Unlike the opportunistic
relaying (OR) based on full CSI (F-CSI), the proposed method
requires to equip the destination node with the instantaneous CSI
of the S-R channel corresponding to only the selected relay. It is
qualitatively shown that the training overhead of the proposed
relay selection is less than or comparable to that of the partial
relay selection (PRS) but can be much smaller than that of the OR
with F-CSI. However, the proposed scheme requires to estimate
a higher number of single-input single-output (SISO) channels
than in the PRS scheme. The exact and asymptotic expressions of
outage probability are derived and it is shown that the proposed
method achieves full diversity. Simulation results verify theoretical
analysis, and show that, for the optimized margin, the proposed
scheme provides performance which is comparable to the method
having F-CSI. The results also show that the proposed method
significantly outperforms PRS, which may justify the linear order
of the computational complexity associated with the estimation of
the additional SISO channels and the low-cost one-dimensional
line search used for optimizing the margin.

Index Terms—Amplify-and-forward relay, cooperative commu-
nications, diversity gain, outage probability, relay selection.

I. INTRODUCTION

C OOPERATIVE communication [1], [2] is an emerging
technique that improves spatial diversity1, coverage

range and system throughput in cellular communications [4].
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1Diversity is defined as the slope of the error probability or outage probability
curve in log-scale at the high signal-to-noise ratio (SNR) regimes [3].

A key component of cooperation is relaying in which a source
(base station) seeks the assistance of user terminals (dedicated
relay terminals) in its coverage area to relay the source signal
to the destination (user equipment). Among different relay
protocols [2], the amplify-and-forward (AF) protocol is often
used due to its simplicity. However, in systems with multiple
relays, the feedback requirements and the overall implemen-
tation become complicated and can prove costly. System
complexity and cost rise in multi-antenna cooperative systems
that employ beamformers over the set of nodes (source, relays,
destinations) [5], [6]. In this context, relay selection is key to
reducing signaling overhead and system design complexity
while maintaining the diversity gain [7]–[9].
The relay selection method for AF relays is often based on

the end-to-end SNR, which is commonly referred to as oppor-
tunistic relaying (OR) in the literature [8], [9]. The authors of [7]
proposed a timer based distributed approach for implementing
OR, where each relay node estimates its source-relay (S-R) and
relay-destination (R-D) channels by listening to the request-to-
send and clear-to-send packets exchanged between the source
and destination, respectively. As stated in [7], this approach re-
quires some level of communication between the relay nodes,
either directly or through the source or the destination, and ex-
plicit timing synchronization between the source and destina-
tion if there is no direct link between them. An alternative way
for implementing OR is by means of a centralized method [8],
[9], where the relay selection algorithm is executed at the des-
tination node assuming that it has global channel state informa-
tion (CSI), i.e., CSI of all R-D and S-R channels. However, this
requires the relays to estimate the S-R channels and the desti-
nation to estimate the R-D channels. It follows that the relay
nodes must then inform the destination about the CSI of all S-R
channels2. This, in turn, reduces the bandwidth efficiency and
increases power consumption. For essence, in the centralized
OR, also referred to as full CSI (F-CSI) method, non-local CSI
at the central node where the relay selection algorithm is exe-
cuted, is necessary. With the availability of full CSI, OR pro-
vides full diversity gain and the overall optimal performance.
On the other hand, a simple relay selection method [12] can

be implemented without the stringent requirement of global CSI

2For applications that do not involve relay selection, the challenges of channel
estimation (CE) in AF relay systems have been highlighted in [10] and [11],
where the overall source-relay-destination (S-R-D) channel is estimated for lim-
iting the training overhead. However, since the overall channel does not exactly
reflect the end-to-end SNR, the OR built upon such overall CE can be easily
suboptimal, and thus, separate estimations of the S-R and R-D channels are
considered.
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at the central node. This method, known as partial relay selec-
tion (PRS), requires only knowledge of the first-hop (i.e., S-R)
channels for selecting the best relay [12]. Therefore, PRS re-
duces feedback requirements for acquiring CSI, making it at-
tractive, especially for large multihop networks in fast fading
channel environments. In [12]–[13] and [14], the performance
of the PRS scheme is analyzed, respectively, for CSI-assisted
and fixed-gain AF relaying systems. However, it can be seen
from these works that the PRS method does not achieve full di-
versity. In particular, irrespective of the number of relays, the
diversity order of the PRS scheme is limited to only one. In our
recent work [15], it is shown that the PRS scheme for multi-an-
tenna cooperative systems with beamforming also suffers diver-
sity loss for general antenna configurations.
This paper proposes a novel relay selection scheme with an

improved tradeoff between complexity and performance for the
AF protocol based cooperative systems. A key feature of this
selection is relying on the local CSI, where the relay is selected
at the destination under the condition that the relays and desti-
nation only have their respective instantaneous receive CSI, i.e.,
the relays have CSI of the S-R channels and the destination has
CSI of the R-D channels. Furthermore, the destination does not
require CSI of its non-local channels, i.e., the S-R channels, for
making a decision on the best relay3. In the proposed method,
the relay that gives the maximum second-hop SNR is selected
at the destination, from only a subset of relays (candidate re-
lays) for which the S-R links are not in outage. An S-R link is
in outage if the corresponding link SNR is below the threshold
value set for determining the outage event of the end-to-end
transmission plus some adjustablemargin. It is important to em-
phasize that a similar concept, i.e., the concept of selecting the
best relay at the destination from a subset of relays which can
successfully decode the source signal is known as selection co-
operation (SC) in decode-and-forward (DF) protocols (see [17],
[18] for Rayleigh fading and [19] for Nakagami- fading chan-
nels). However, unlike in the DF systems, the destination SNR
in the AF relaying is a function of SNRs of both first and second
hops corresponding to the candidate relays. Therefore, in con-
trast to the DF systems, relay selection based on CSI of only the
R-D channels of the candidate relays is not necessarily optimal
for our case. Towards this end, we propose a novel concept of
introducing an adjustable margin and a method for optimizing
it. It is also interesting to note that the proposed method with
no margin can be viewed as a direct application of SC for the
AF relays, which is shown to achieve no full diversity gain in
general. To the best of our knowledge, this finding itself is new
since the performance of SC in AF relays is not known from pre-
vious studies. Moreover, the statistics of the destination SNR in
the proposed scheme differ significantly from those in the DF
protocols, meaning that a different approach is required for the
performance analysis of the proposed method.
The training/signaling and communication overhead4, and

the computational complexity of CE of the proposed selection
is qualitatively compared with the PRS and F-CSI methods.

3CSI of the S-R channel corresponding to only the selected relay is forwarded
to the destination for decoding source signal.
4This refers to an overhead required for broadcasting the index (w.r.t. the set

of all relays) of the selected relay (cf. Section II.B).

All three methods are found to have the same communication
overhead. It is demonstrated that the training overhead of the
proposed method is less than or comparable to that of the PRS
method but can be much smaller than that of the F-CSI method.
However, the proposed scheme requires to estimate a higher
number of single-input single-output (SISO) channels than the
PRS scheme. The complexity of estimating a SISO channel is
of only linear order (w.r.t. the length of a training signal) and
can become further less significant for slowly time-varying
block-fading channels [20], [21]. Nonetheless, the complexity
of additional SISO CEs and the complexity associated with the
optimization of the margin, which requires low-cost one-di-
mensional line search (cf. Section IV.A), may be viewed as a
price worth paying for large performance gains over the PRS
method.
We derive exact expressions for the outage probability of the

proposed method, which are utilized to provide the asymptotic
expressions for evaluating the diversity orders. The asymptotic
expressions are then employed for optimizing the aforemen-
tioned margin. It is shown that the proposed scheme achieves
full diversity order. Simulation results demonstrate that the pro-
posed method significantly outperforms PRS and provides per-
formance comparable to that of the F-CSI [13] for the optimized
margin. The theoretical results of the proposed method are ob-
tained assuming that both the S-R and R-D channels are iden-
tically distributed. However, it will be evident from the deriva-
tions that the analysis can be easily extended to the case with
non-identically distributed channels. Since the proposed relay
selection scheme is different from the techniques in [6]–[9],
[12]–[15] and [17]–[20], andwe need to deal with the joint prob-
abilities of statistically dependent random variables, these ex-
isting techniques are neither directly applicable nor easily ex-
tendable to our problem. A new and rigorous approach is pro-
posed for handling these joint probability terms. For the asymp-
totic results corresponding to zero margin, a more extensive
series expansion [22] is employed for the first order modified
Bessel function of the second type since the standard expansion
(e.g., in [20]) does not enable us to obtain the diversity order.
When the margin is larger than zero, we propose to utilize the
series expansion (logarithmic case) of the Whittaker hyperge-
ometric functions [22] for obtaining the diversity order. This
approach, to the best of our knowledge, has not been reported
before in the technical literature.
The rest of the paper is organized as follows. The system

model, the proposed relay selection protocol, and a qualita-
tive assessment of the training overhead and computational
complexity are presented in Section II. The exact expressions
for the outage probability are derived in Section III, whereas
in Section IV, the corresponding asymptotic expressions are
derived. The method for optimizing the margin is also provided
in Section IV. In Section V, the performance of the pro-
posed method is compared with the PRS and F-CSI methods.
Section VI concludes the paper.
Notations: , , , ,

, and denote probability density function
(PDF) of a continuous random variable , the probability
operator, the probability of the intersection between and ,
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the probability of the union of and , the probability of
conditioned to , and the higher order terms of , respectively.

II. SYSTEM MODEL AND PROPOSED RELAY SELECTION

We examine a cooperative network that consists of a source,
a destination and distributed relay nodes, all equipped
with a single antenna. The relays operate in a half-duplex mode
and employ the AF protocol. All channels are assumed to be
slowly time-varying, i.e., the channel coherence time is much
larger than the symbol/block duration. Let and denote
the complex channel coefficients between the source and the th
relay , and between the th relay and the destina-
tion, respectively. Each node (source and relay) transmits with
a given power. Let denote the source power and the
transmit power of the th relay node. The path gains for the S-R
and R-D channels are denoted by and , respectively. We
consider Rayleigh fading environment, i.e., and are as-
sumed to be zero-mean circularly symmetric complex Gaussian
(ZMCSCG) random variables with unit variance. The direct link
between the source and destination does not exist, i.e., the desti-
nation is out of the coverage range of the source node. All com-
munications, i.e., communications between the source and re-
lays and those between the relays and destination take place in
the same frequency band.
The signal received by the th relay in the first phase of signal

transmission is given by

(1)

where is the source signal with zero-mean and unit variance
and is the relay noise described by a ZMCSCG random vari-
able with variance . The th AF relay normalizes the received
signal and forwards the following signal to the destination:

(2)

The signal received by the destination in the second phase of
transmission from the th relay is

(3)

where is the noise at the destination, which is assumed to
be a ZMCSCG random variable with variance . The SNR at
the destination due to the th relay can be expressed as

(4)

where , , and

denote the average SNRs of the th S-R and R-D links,
respectively. Since and are ZMCSCG random vari-
ables, and are exponentially distributed.
In the sequel, we develop a relay selection method which

assumes that is not known to the destination (or any other
nodes), meaning that the destination does not have CSI of the
S-R channels for determining the best relay. However, after the

relay is selected, it sends CSI of the corresponding S-R channel
to the destination for decoding the source signal optimally. This
means that corresponding to only the selected relay (e.g., ,
where is the index of the selected relay) is known to the des-
tination in each channel coherence time. Consequently, such
is used for the outage probability analysis.

A. Protocol Description

The proposed protocol is motivated from a simple fact re-
lated to the upper bound of . Let be the threshold value
of the destination SNR for determining the outage probability at
the destination. Since [23], it is clear
that if , the th end-to-end transmission from the
source to the destination is certain to be in outage, irrespective
of the values of . Taking this fact into account, we pro-
ceed to formally describe the protocol as follows. In the pro-
posed scheme, the destination node selects the best relay during
a training phase. The source node broadcasts a training signal
and each relay determines whether it is in outage, i.e., the SNR
of its link with the source is below plus some margin. The
motivation for using the margin will be clarified later. Let
be a set of relays (candidate relays) with their S-R links not in
outage. The candidate relay that gives the maximum R-D SNR
is then selected at the destination. The training method required
for implementing the proposed selection will be described in de-
tails in the following subsection. The set can be expressed as

(5)

where if the S-R link corresponding to the th relay is not
in outage and if this link is in outage. Mathematically,
this can be expressed as

,
,

(6)

where is the margin value that needs to be optimized
for achieving the best performance (cf. Section IV.A). The relay
selection rule at the destination node is then given by

(7)

It can be seen from (7) that the relay with the best R-D
channel may be associated with the worst S-R channel, i.e.,
the channel with SNR very close to . Due to this reason
and , i.e., is limited by the smaller
value between and , it is clear that selecting
the relay with the best R-D channel may not be sufficient
for minimizing the outage in end-to-end transmission from
the source to the destination. As such, is included in (6)
for providing better outage performance. The rule (7) also
suggests that, in contrast to the F-CSI method, the relays do
not require to send the instantaneous CSI of the S-R channels
to the destination for selecting the relay. On the other hand, in
contrast to PRS, effort is made to form a set of candidate relays
and estimate the CSI of the corresponding R-D channels. It is
also important to note that according to the above protocol,
the resulting end-to-end transmission from the source to the
destination can be subject to outage even if both S-R and R-D
links corresponding to the selected relay are individually not in



5168 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 61, NO. 21, NOVEMBER 1, 2013

outage, i.e., , and , respectively.
In this case, in (4) can still be smaller than . For example,
if and , then (4) reduces to

(8)

where the equality holds only for , which implies that the
outage occurs in the end-to-end transmission from the source to
the destination. Furthermore, with an aim to simply the analysis
to be presented in the succeeding sections, we define the sets
and as

(9)

(10)

It is clear that the end-to-end transmissions through the relays of
set are certain to be in outage. Finally, after the destination
determines the selected relay and the former broadcasts a vector
of binary digits representing the index of the selected relay5,
it sends CSI of the corresponding S-R channel to the destina-
tion for decoding the source signal. As such, the training phase
ends and the data transmission phase follows. The conventional
two-phase single-relay transmission is then employed for data
transmission using the selected relay.

B. Qualitative Assessment of Overhead and Complexity

In this subsection, we qualitatively compare the training
and communication overhead requirement, and the computa-
tional complexity of CE of the proposed method with the PRS
and F-CSI methods, assuming that all three methods employ
training-based CE [10], [11]6.
In a PRS scheme [12], the relay that gives the max-

imum first-hop SNR is selected, i.e., the selected relay is
. This means that if the selection is

performed at the source node, it requires knowledge of the
amplitudes of all S-R channels. The S-R channels as seen by the
single-antenna source node form a multiple-input single-output
(MISO) channel from the relays to the source, which can be
estimated at the source without using feedback information.
Towards this end, we consider that each relay broadcasts a
vector of training signal of length with the time duration .
Depending on tradeoff between training overhead and the com-
plexity of CE (this will be clear subsequently), following two
schemes are considered for the PRS method; ) the source
estimates the S-R MISO channel and ) the source and desti-
nation estimate the S-R and R-D MISO channels, respectively.
In both cases, we consider that the MISO channels are estimated
with a linear CE technique that employs the optimal training
signal design (with the assumption that ) proposed in
[24]. Thus, the training overhead of the PRS method (both

5Similar overhead is also required in the PRS (where source broadcasts the
index) and F-CSI methods.
6For making a fair comparison, we let all methods to perform at their op-

timum levels, and thus, the S-R and R-D channels are separately estimated. The
approach of estimating the overall S-R-D channel [10], [11] for applications that
do not involve relay selection, is not readily applicable for our purpose.

and ) for selecting the relay at the source is . The
source broadcasts the index of the selected relay, which requires

bits. In order to confirm that the destination has all CSI
required for decoding the received signal, the source forwards
the quantized estimate of the S-R channel (both amplitude and
phase) corresponding to the selected relay to the destination via
the selected relay. Let , where and denote
the time consumed by the quantized amplitude and phase
estimates respectively, denote the overhead of this step. In case
of , the selected relay then broadcasts a training signal of
duration so that the destination estimates the corresponding
R-D SISO channel. However, in , it is clear that this step
is not required as the destination has already estimated the
R-D MISO channel using the training signals broadcast by the
relays. Consequently, the respective training overheads of
and are and .
The communication overhead of is bits, whereas
that of is bits. The additional communication
overhead of bits for is due to the fact that the
destination also needs to know the index of the selected relay
for distinguishing the selected R-D SISO channel from the
estimated R-D MISO channel. In terms of computational
complexity of CE, requires to estimate an MISO
channel and a SISO channel, whereas requires to estimate
two MISO channels.
In the OR with F-CSI, the selected th relay is

, which requires complete CSI at
the destination [8], [9]. This means that the relay nodes need to
first estimate the S-R SISO channels, which is done by using
the training signal (of duration ) broadcast by the source.
The relays then send the quantized amplitude estimates of the
S-R channels to the destination, which involves an overhead
of . We consider that each relay broadcasts a training
signal of length and the destination estimates the R-D
MISO channel using the design approach of [24], which has an
overhead of . Thus, the total overhead for relay selection is

. The destination broadcasts the index of the best
relay, which requires bits. Finally, the best relay sends
the quantized phase estimate of the corresponding S-R channel
to the destination (required for signal decoding). Considering
that this step has an overhead of , the total training overhead
of the F-CSI method is , whereas the
communication overhead is . This method requires to
estimate the R-D MISO channel and SISO channels.
As in F-CSI method, the relays in the proposed method es-

timate the S-R SISO channels with a training overhead of .
All non-candidate relays remain idle, whereas each candidate
relay broadcasts its optimum training signal of duration ,
which is designed on the basis of linear CE method for the R-D
MISO channel [24]7. The training overhead of this step is ,
meaning that the total overhead of relay selection is .

7We should note that, although the destination requires to estimate the R-D
MISO channel corresponding to only the candidate relays, this approach of de-
signing the optimal training signals for the complete R-D MISO channel is em-
ployed to enable the destination broadcast the index (w.r.t. the set of all relays)
of the selected relay without additional communication overhead, for example,
without informing the destination the state (either candidate or non-candidate)
of each relay.
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TABLE I
QUALITATIVE COMPARISON OF OVERHEAD AND COMPLEXITY .

The destination selects the relay with the best R-D channel. Due
to the property of the optimal training signals (see (9) and (31)
in [24]), the selected relay simply turns to be the candidate relay
with the best R-D channel. The destination then broadcasts the
index of the selected relay (w.r.t. to the set of all relays) using

bits. Notice that, whenever there is a candidate relay,
the relay can be selected. The selected relay then forwards the
quantized channel estimate (both amplitude and phase) of the
corresponding S-R link to the destination (for decoding signal),
which requires an overhead of . However, if no relay
can be selected, i.e., when is empty, this step and the associ-
ated overhead do not come into effect. Thus, the average over-
head of the step after the relay selection is , where

, and denotes a null
set. Thus, the total average training overhead of the proposed
scheme is , whereas the communication
overhead is bits. The proposed method also estimates
the R-D MISO channel and SISO channels.
The qualitative measure of the training overhead, communi-

cation overhead (in bits) and computational complexity of CE
for the three relay selection methods is summarized in Table I.
It is clear that the training overhead of the proposed scheme is
always less than that of and does not exceed that of if

. In the worst-case scenario, i.e., ,
the additional training overhead of the proposed scheme, when
compared to of the PRS method, is independent of and
only . Furthermore, even in the worst-case sce-
nario, the proposed scheme’s training overhead is less than that
of the F-CSI method by , which is a significant im-
provement for larger values of . The communication overhead
(in bits) of the proposed method is the same as in of the PRS
and F-CSI methods.
It is clear from Table I that the proposed scheme requires

to estimate a larger number of SISO channels than the PRS
scheme. However, the complexity of estimating each SISO
channel is roughly equal to the complexity of finding an inner
product between two vectors (see (9) of [21]). Nevertheless,
this linear order of complexity and the complexity associated
with the optimization of , which requires low-cost one-dimen-
sional line search (cf. Section IV.A), may be viewed as a price
worth paying for significant performance gains over PRS.
Remark 1: Alternatively, it is possible to execute the relay se-

lection at the source by selecting the candidate relay that gives
the maximum S-R SNR. In this case, the candidate relays are
the relays with their R-D links not in outage. Obviously, the
destination and relays broadcast training signals, whereas the
source and relays estimate their respective S-R MIMO and R-D
SISO channels. The performance of this approach, in terms of
the outage probability and diversity, will be the same as in the

proposed method. However, the total training overhead turns to
be larger than that of the proposed method. This is due to the
fact that the required training for optimum decoding at the des-
tination increases in the alternative method. More specifically,
the source has to forward the estimate of the S-R channel, corre-
sponding to the selected relay, to the destination via the selected
relay. It also needs to forward the estimate of the corresponding
R-D channel to the destination.

III. PERFORMANCE ANALYSIS

In this section, we analyze the performance of the proposed
selection method assuming that the estimated channels approx-
imate the actual channels with very high accuracy. Towards this
end, we derive an exact expression for the outage probability at
the destination, which is a widely used performance metric for
fading channels. The outage probability for the proposed selec-
tion is defined as where
is the index of the selected relay. It is clear that depends
on , which in turn depends on the state of . Let denote the
outage event at the destination. Using total probability law [25],

can be alternatively expressed as

(11)

where is the total number of possible states for and
denotes the corresponding th state. Again with the total proba-
bility law, can be expressed as

(12)

where is the cardinality of and is the th element
of . It is clear from (11) and (12) that in order to obtain ,

should be computed for all . However, it is worth-
while to notice that the methodology for deriving
and remains same as long as . This
means that when the channels in each hop are identically dis-
tributed, i.e., , , for all , it is suffi-
cient to compute either or . Due to these
reasons, without loss of generality (w.l.o.g.) but for the sake of
notational convenience and concise derivations, we assume that

, . Note that similar assumption is also made
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in previous studies with AF relays, e.g., in [12] and [13]. More-
over, the outage probability performance of the proposed selec-
tion for non-identical channels will be evaluated using simula-
tions (cf. Section V.B). For better exposition and tractability of
the analysis, we first derive expressions for and then gen-
eralize the results to an arbitrary value of .

A. Outage Probability for

For , the possible states of can be ordered as
, and . Similarly, for , the

possible states of can be ordered as ,
, , , , and

. Since we consider that , the same
values of are obtained for when .
For , the respective values of for
and are equal. Moreover, for both and ,
each term of the summation in (12) is equal. Thus, using (11) and
(12) and w.l.o.g., taking , the outage probability
for can be expressed as

(13)

where

(14)

and are two disjoint sets. Similarly, for , the outage
probability can be expressed as

(15)

where the sets , and are disjoint, and are defined as

(16)

The outage probabilities of (15) and (13) consist of (con-
ditional) joint probability terms, each having statistically
dependent random events with two or more continuous random
variables. Thus, derivation of exact expressions requires solving
multidimensional integrals which need rigorous analysis. As
one of the key contributions of this section, we now proceed to
derive the exact expressions of for . The expressions

for follow easily from the expressions of . To this end,
we have the following proposition.
Proposition 1: The outage probability for and

can be expressed as

(17)

where

(18)

Furthermore, in (18) is expressed as

(19)

(20)

where is the first order modified Bessel function of the
second type and is the Whittaker function [26] with the
parameters and .

Proof: Please refer to Appendix A.
From Proposition 1, the outage probability expression for

readily follows, which is given by

(21)

The expressions (17) and (21) (both for ) can also be
computed efficiently, since the series of Whittaker function con-
verges after a few terms, especially for medium to high values
of both and .

B. Generalizing Outage Probability to an Arbitrary

Based upon expressions for and , we derive expres-
sions for where . It is clear from (17) and (21) that
, and of also appear in the last three terms of .

This means that when is obtained, it only requires to ob-
tain for getting expression for . Recall that the method
for obtaining is given in Appendix A. Based on this infor-
mation ((17)–(18) and (21)) and all possible states of , gen-
eral expression for the outage probability can be obtained from
mathematical induction as

...
...

...
...
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(22)

which means that we have to obtain the expression for , where
. Notice that generalizing the expression of (see

(33) of Appendix A), can be expressed as

(23)

Substituting into (23) and using similar steps as (34)–(35) of
Appendix A, (23) can be written as the following multidimen-
sional integral

(24)

where , and and are respectively,
the PDFs of and . Then, the main result is stated in
the following proposition.
Proposition 2: The expression for , is given by

(25)

where and .
Proof: Please refer to Appendix B.

With this expression for , the exact outage probability (22)
is obtained for . The following remark is in order.
Remark 2: By writing (22) in terms of a general variable ,

where and differentiating the resulting expression w.r.t.
, the probability density function (PDF) of can be deter-
mined. This PDFmay be used for analyzing other important per-
formance metrics in fading channels. Due to space constraints,
we skip the related details in this paper.

IV. ASYMPTOTIC ANALYSIS

In this section, we present asymptotic analysis of the outage
probability for revealing the diversity gain8 of the proposed
relay selection method. We first obtain asymptotic results for

and show that does not achieve full diversity when
. In this case, the key idea is to employ a general asymp-

totic expression for the function when , since the
standard expression (e.g., used in [20]) is not applicable for get-
ting the diversity order. We then determine asymptotic expres-
sion with and show that full diversity is achieved for
arbitrary . In this case, the asymptotic expression of

8Diversity gain is defined as the slope of the outage probability curve in log-
scale at the high SNR regimes, i.e., , where

is a common average SNR and defined as [3].

( ) is utilized. Towards this end, the first main result is
presented below.
Proposition 3: For and , the asymptotic expres-

sion for is given by

(26)

which means that the proposed scheme achieves full diversity
order of 2.

Proof: The asymptotic expression of is derived in
Appendix C. W.l.o.g, we assume that and , where

. Then, it is clear from (26) that the outage probability for
large values of is dominated by the lowest order term in ,
which in this case is . This means that the diversity order of
2 is achieved for with .
Proposition 4: For and , the asymptotic expres-

sion for is given by

(27)

which means that with , only the diversity order of 2 is
achieved for .

Proof: Please refer to Appendix D.
From propositions 2 and 3, we find that gives full diver-

sity gain for , but not for . The reason is that
is obviously not the best choice for optimal performance. This is
due to the fact that the selection of the candidate relay with the
maximum R-D SNR can easily result into the relay having the
worst S-R SNR which can be very close to . Consequently,
outage can readily occur in end-to-end transmission from the
source to the destination. The probability of this situation, how-
ever, can be avoided or significantly reduced, by properly se-
lecting . For better exposition of the aforementioned discus-
sions, let us consider an example with , dB,

dB (i.e., ), and the channel realization
yielding

In this case, all three relays are candidate relays. The selection
method chooses the first relay, since this is the one that gives
the maximum second-hop SNR. This selection results into the
end-to-end SNR value of dB leading to an outage.
However, if the selection method had chosen either the second
or third relay, the outage could have been avoided, since the
second and third relays yield end-to-end SNR values of 7.4584
dB and 11.0765 dB, respectively. By taking , and in this
particular case, , the outage can then be avoided,
since this value of rules out the selection of the first relay. With
these discussions, we are now in a position to show analytically
that the full diversity order can be achieved for with

. We will also propose a method to optimize , which
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further improves the performance. In this regard, the main result
is presented in the following proposition:
Proposition 5: In the asymptotic region, i.e., when
, , where can be expressed as

,

,

(28)
and is Euler’s constant [26].

Proof: The proof is based on the asymptotic expansion of
Whittaker functions and given in Appendix E.

Notice that and
when . Using these facts and substituting (28) into
(22), the asymptotic expression of the outage probability for the
case with relays is given by

(29)

which can be expanded to the following form

(30)

W.l.o.g., we assume that and , where .
Then, after analyzing (30) for a given , we find that the
dominant term, i.e., the term with the lowest exponent of is

. This means that the diversity order of
is achieved.

A. Optimizing

The optimum value of is the one which minimizes the exact
outage probability (22). However, the expression for the outage
probability consists of a series of Whittaker functions. As such,
it is difficult to obtain the optimum solution for . Therefore,
we employ the asymptotic expression (30) and obtain that is
optimal under high SNR approximation. To this end, we solve
the minimization problem after further removing

the terms with the higher orders of and . The resulting
objective functions can be better visualized for cases like
and , in which we have the following optimization

problems

(31)

(32)

which are obtained from and , respectively, after
removing the higher order terms of and . It is still dif-
ficult to solve (31) and (32) in closed-form. However, the min-
imization problems of (31) and (32) can be solved numerically,
e.g., using one-dimensional search such as standard bisection
method [27], which converges in iterations, where

and is the required convergence accuracy. Alter-
natively, we can evaluate and for a fine grid of

, and obtain the values of that give the minimum values
of and . Both of the aforementioned methods can
be easily applied for . We conclude this section with the
following remarks:
Remark 3: We propose to solve the optimization problems

(31) and (32) at the destination, which requires only the knowl-
edge of and , i.e., path gains of the S-R and R-D chan-
nels, transmit powers of the source and relays, and receiver
noise powers. As long as the network deployment scenario does
not change, it is clear that these parameters remain almost un-
changed. This means that (31) and (32) are solved offline only
for once and the optimal is made available to the relays like a
system parameter.
Remark 4: With a motivation of achieving full diversity at a

relatively low cost, the proposed local CSI based method con-
siders single relay selection. On the other hand, for the systems
having global CSI, it is known that multiple relay selection pro-
vides improved coding gains in addition to full diversity gain
[9]. In this context, an extension of the proposed method to a
multiple relay selection scheme remains as an open research
topic and is left for future work.
Remark 5: The proposed method is developed for two-hop

relay networks which are mainly suitable for cellular networks,
especially in assisting the cell-edge users or users out of the cov-
erage area of the source node (or the base station). In LTE stan-
dards [28], such relays are known as Type I relays. Moreover, a
special case of the proposed selection, i.e., the case with
can be viewed as a direct application of SC to AF networks.
As a result, it is obvious that the proposed method is applicable
for threshold-based DF networks [17]–[19]. Because maximum
throughput in multihop relaying can be obtained with 2–3 hops
[29] and can even decrease with more than 2–3 hops [30], the
potential application of the proposed relay selection can also
be extended to multihop networks. In particular, a closer anal-
ysis of the tradeoff between throughput and diversity [31] in
multihop networks shows that it may be better to apply a sub-
optimal (in terms of outage performance or diversity gain of
the multihop network) relay selection method having CSI of
only two-hop channels than the optimal routing scheme [32]
that requires large overhead for acquiring the global CSI of all
multihops. The proposed scheme, in fact, can act as the afore-
mentioned suboptimal selection scheme. Consequently, the pro-
posed method can be executed in each two-hop segment of a
multihop network.
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Fig. 1. Outage probability versus for .

Fig. 2. Outage probability versus for .

Fig. 3. Asymptotic and exact outage probabilities versus for the pro-
posed method .

V. NUMERICAL RESULTS

In this section, we provide Monte Carlo simulations to as-
sess the accuracy of the exact and asymptotic expressions for
the outage probability. We also compare the performance of our

Fig. 4. Asymptotic and exact outage probabilities versus for the pro-
posed method .

Fig. 5. Outage probability versus for .

Fig. 6. Outage probability versus for .

proposed method with the PRS [12] and opportunistic relay se-
lection based on F-CSI [13]. In all examples, we take
dB (except in Figs. 5–6 and 9, where varies) and
. All fading channels are taken to be ZMCSCG random vari-

ables with unit variance.
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Fig. 7. Outage probability versus for .

Fig. 8. Outage probability versus for and non-identical channels.

Fig. 9. Outage probability versus for and different source and relay
powers.

A. Results for

In this subsection, we present theoretical and simulation re-
sults when channels of each hop are identically distributed, i.e.,

. For all results, we take ,
and , . For the purpose of comparing the-
oretical results on diversity gain with simulations, we define a

common average SNR as and allow it to assume
large values by varying and keeping . Similar ap-
proach is used in other papers with AF relaying, e.g., [12] and
[13], for the purpose of demonstrating the diversity gain.
The outage probabilities as a function of , with different
and selection methods, are shown in Figs. 1 and 2 for
and , respectively. It can be observed from both figures
that there exists a fine agreement between theoretical and sim-
ulation results for the proposed method. Moreover, in both fig-
ures, the proposed scheme significantly outperforms PRS and,
when is optimized, the proposed selection provides perfor-
mance which is very close to that of the F-CSI scheme. Fig. 1
further shows that a full diversity gain of 2 can be achieved ir-
respective of the optimized or fixed (set to zero). However,
Fig. 2 demonstrates that the proposed scheme does not achieve
full diversity order of 3 when is taken. These observations
verify our theoretical results and show that the optimization of
is required in general for improving performance. For the pro-
posed method and different , the asymptotic and exact outage
probabilities as a function of are displayed in Figs. 3 and
4 for and , respectively. It can be observed from
these figures that the agreement between the asymptotic and
exact outage probabilities in the high SNR region is very good.
In Figs. 5 and 6, the respective outage probabilities versus
are displayed for and , and different selection

methods, with different . For both figures, we take
dB. As in case of Figs. 1 and 2, Figs. 5 and 6 show that the an-
alytical and simulated outage probabilities match perfectly for
the proposed method. These figures also show that the proposed
selection method performs much better than the PRS scheme,
especially for low to medium values of . It can also be ob-
served that the gap between the performance of the proposed
scheme and that of the system having full CSI can be reduced
by optimizing the value of .
The performance of the three relay selection methods is dis-

played in Fig. 7 for and . In this figure, for the pro-
posed method, the value of is optimized using the asymptotic
expression (30). It can be observed from Fig. 7 that the theoret-
ical and simulated results of the proposed method exhibit good
matching. This figure also shows that the proposed method sig-
nificantly outperforms the PRS method, achieves full diversity
and provides outage probability that is slightly inferior to that
of the F-CSI method.

B. Results for Arbitrary

This subsection provides simulation results when channels
are non-identical, i.e., assume arbitrary values. Taking
the distance between the source and destination as a refer-
ence with , the S-R and R-D distances are defined as

and , where are posi-
tive scalars. Furthermore, and are given by
and , where is the path loss exponent. For all sim-
ulations of this subsection, we take and . Fig. 8
displays outage probability versus common average SNR ,
where is varied. In this figure, we take ,

, , , and . In Fig. 9,
the outage probability versus is shown for different transmit
powers of source and relay nodes. In this figure, we take ,
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, dBw, dBw,
dBw, dBw, and . It can be observed from
Figs. 8–9 that, as in the case with , the pro-
posed method provides performance very close to that of the
F-CSI method and significantly better than the PRS method for
the cases with arbitrary . Fig. 8 shows that the proposed
method also gives full diversity gain for the non-identical chan-
nels.
We now end this section with the following remarks. Al-

though the proposed approach is slightly suboptimal (see
Figs. 1–2 and 5–9) in terms of the outage probability, it is
important to emphasize that the proposed scheme requires
qualitatively less training overhead than the F-CSI method,
e.g., by (see Table I). The additional overhead
of the F-CSI method increases linearly with . On the other
hand, the capacity of the relay selection scheme increases only
logarithmically with respect to the SNR. By relating these two
facts and bringing the advantage of the proposed method’s
reduced training overhead into a unified performance metric
(e.g., outage capacity), we can verify that the proposed method
outperforms F-CSI method with a high probability [6]. How-
ever, in order to demonstrate such a unified performance and
compare different relay selection methods in a comprehensive
and fair manner, we have to determine the exact training over-
head required in each method. This exact overhead depends
on several factors (e.g., channel conditions, average SNR,
relay selection method) and, therefore, may be obtained only
from extensive link level simulations of channel estimation
algorithms. Since such task is out of the scope of this paper,
we have compared the relay selection methods in terms of
separate performance metrics, namely, the outage probability
and qualitatively determined training overhead.

VI. CONCLUSIONS

We have proposed a novel relay selection method for AF
relay systems, which selects the relay with the maximum
second-hop SNR from a subset of relays for which the S-R
links are not in outage. The training overhead requirement of
the proposed method is qualitatively compared with the PRS
and OR schemes. The exact expressions of the outage proba-
bility are first derived for , which are then extended
to an arbitrary . The asymptotic expressions of the outage
probability are derived for by first taking .
After demonstrating that this choice of does not give full
diversity for , we derive asymptotic expression of the
outage probability for an arbitrary by taking , which is
shown to yield full diversity. A method for optimizing is then
proposed for further improving the overall performance of the
proposed relay selection method. Simulation results confirm
theoretical analysis and show that the new method significantly
outperforms PRS and provides performance which is com-
parable to that of the method having full CSI. In a nut-shell,
the developed scheme is shown to narrow the gap between
the performance and complexity of the existing methods. The
prospect of estimating the R-D channels at the candidate relays
and sending the corresponding quantized channel estimates to
the destination for relay selection is thought for future work as
the complete analysis is beyond the scope of this paper.

APPENDIX A
PROOF OF PROPOSITION 1

We define . Since is in-
dependent of and , we can write as

(33)

where the second step is due to the fact that and

are sta-

tistically independent and the third step is due to the definition
of conditional probability [25]. Since implies that

, we have

. Let the first probability term of in (33) be denoted
by . Substituting (4) into and integrating over the
PDF of , can be expressed as

(34)

where is the PDF of and the event
is written as . Since

, (34) can be further expressed as

(35)

where , are the PDFs of and , respec-
tively, whereas, the respective upper limits of the variables
and are and . It is clear that the joint probability in (35)
is not zero only for . Note that

takes the following values

(36)
Due to (36), in (35) can be expressed as , where
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(37)

(38)

Since are identically distributed, it is clear from the
limits of the integrals and that . Thus, it is sufficient
to solve either or . With the variable substitution

in , we get . Then, solving the
integration w.r.t. to the variables and , and after some lengthy
but straightforward steps, we obtain

(39)

where . Solving integration over in (39), we
obtain . It follows that . Thus, can be
expressed as

(40)

(41)

For , using (3.324.1) [26], the integral in (41) can be
expressed as in (19), whereas, for , this integral can
be expressed in terms of Whittaker hypergeometric functions
[26]. Using series expansion for an exponential function, we can
re-express as

(42)

Applying (3.381.6) of [26], can be expressed as in (20) for
.

We define . Since is in-

dependent of and , we can
re-express as

(43)

For convenience, let the first part of be defined as
.

Note that the differences between and lie only in the facts
that the event of takes the form

in and the event of does not

appear in . Thus, using similar steps of derivations as in the
case with , can be readily derived as

(44)

Let the second part of be defined as
. Applying the fact

that
for statistically independent and , noting that

, and , and
are exponentially distributed, we readily get

(45)

Thus, is obtained.
We define . Since is in-

dependent of , we get

(46)

which follows due to the statistical independence of

and and

the definition of conditional probability. Since implies
that , can be expressed as

(47)

With similar steps as for and , and can be given by

(48)

where is given in (19)–(20). Finally, is given
by

(49)

This completes the proof of Proposition 1.

APPENDIX B
PROOF OF PROPOSITION 2

Consider a particular permutation of where
. For this case, (24) reduces to (see also

(36)–(38))
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(50)

For solving (50), the result of the following lemma is used.
Lemma 1: Let be independent and identically

distributed exponential random variables with the probability
density functions (PDFs) . Then, the inte-
gral

(51)

can be expressed as

(52)

Proof: Since , it is easy to see that
. Consequently, the

first inner integral of can be expressed as

(53)

Using , the second inner integral of can be given by

(54)

In a similar way, we obtain

(55)

Therefore, following the rule of mathematical induction, we can
express

(56)

From (54)–(56) and the definition of in (51), it is clear that
. Thus, the desired expression (52) is ob-

tained. This completes the proof of Lemma 1.
With the help of (51), can be expressed as

(57)

Substituting from (52) into (57), we obtain

(58)

where and . There are possible
permutations (like ) for . Due to the fact that all

and are identically distributed, the integrals for all other
permutations equal . It follows that , which
means that we obtain the expression (25) for .

APPENDIX C
PROOF OF PROPOSITION 3

After some straightforward steps, (21) can be expressed as

(59)

For small , has the series form [22]

(60)

where is Euler’s constant [26] and denotes higher order
terms of . Using (60), can be approximated for
as

(61)

For simplicity, let us define
in (59). Applying (61) to and , where

takes values of and , respectively,
we can express asymptotically as

(62)

Substituting (62) into (59) and using the fact that
for small , we obtain

(63)

where . Emphasizing the term with the lowest

order of , (63) can be written as (26).
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APPENDIX D
PROOF OF PROPOSITION 4

For , the outage probability (17) is expressed as

(64)

Using the asymptotic result (61) for in (64)
and after some straightforward derivations, we obtain

(65)

Similarly, with the help of (61), we obtain

(66)

Using (65) and (66), and the fact that for small ,
we can approximate (64) as

(67)

Highlighting the terms with the lowest order of , we get the
asymptotic expression of (27).

APPENDIX E
PROOF OF PROPOSITION 5

Notice that the expression for (20) can be given by

(68)

whereas (25) for , can be expressed as

(69)

Substituting from (68) into (69), and noting that

(70)

we get

(71)

At high SNR, i.e., for with a given , . We can

then obtain the asymptotic series expansion of .
For this purpose, we first state the following series for

with the parameters and [22]:

(72)

(73)

where is the set of positive integers, the symbol stands
for Prochammer symbol with positive integer , i.e.,

, and denotes Polygamma function

where and is Euler’s

constant [26]. Using (72) and (73) for , where

, we obtain

(74)

(75)

Substituting (74)–(75) into (71) and noting that for
small , we get
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(76)

where, for the last equation, we used the fact . Now,
we proceed to analyze the dominating terms of (76) at high SNR
for specific values of . We then generalize these results for an
arbitrary .
It can be readily shown that takes value of

1 for and zeros for all . Therefore, can be further
approximated as

(77)

After expanding (76) for , the terms that dominate
at high SNR turn to be weighted by and

, which respectively, take values of 1 and .
It follows that can be expressed as

(78)

For , the dominating term in (76) can be shown to be
weighted by which takes value of 1. Thus,
we get

(79)

With these results, we complete the proof for Proposition 5.
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