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Precoder Design for OSTBC Based AF MIMO
Relay System With Channel Uncertainty
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Abstract—The source and relay precoders are jointly optimized
for an amplify-and-forward multiple-input multiple-output relay
system. Both the source and relay nodes employ orthogonal space-
time block codes (OSTBC), and have imperfect channel state in-
formation of the source-relay and relay-destination channels, re-
spectively. Using the worst-case robust design approach, we show
that the problem of maximizing the minimum signal-to-noise ratio
at the destination can be exactly reformulated as a convex opti-
mization problem. Further, we provide an approximate semi-ana-
lytical approach which significantly reduces the computational cost
of solving the convex problem. Numerical results show that this
approximation is accurate and the proposed design outperforms
OSTBC with eigen beamforming, OSTBC with equal power allo-
cation, and currently available worst-case robust beamforming de-
sign without OSTBC.

Index Terms—Imperfect CSI, MIMO relay, OSTBC precoding.

I. INTRODUCTION

ECENTLY, designs that provide robustness against im-

perfect channel state information (CSI) in multiple-input
multiple-output (MIMO) relay systems have garnered signif-
icant interest. In [1] uncertainties of the source-relay (S-R)
and relay-destination (R-D) channels are described using a
stochastic model and the corresponding average mean-square
error (MSE) is minimized. Assuming that the S-R channel
is perfectly known at the source, and only the mean and co-
variance of the R-D channel are available, the joint optimal
source and relay precoder matrices are obtained in [2] with a
criterion to maximize the upper bound of the ergodic capacity.
However, stochastic approach can only guarantee desirable
average performance. Alternatively, uncertainty can be de-
scribed using norm bounded error models which result into
robust designs based on the worst-case approach [3]. In [4], a
robust design of relay precoder based on the worst-case design
method is proposed. However, this work considers only the
optimization of the relay precoder and, thus, imperfectness is
only present in the R-D channel. To the best of our knowledge,
the joint optimization of robust source and relay precoders
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based on the worst-case design approach is an open topic, even
for a single-stream data transmission, and has not yet been
considered. A tractable solution for this open optimization
problem is rather difficult. This is mainly due to the fact that
the performance metrics such as sum MSE or signal-to-noise
ratio (SNR) in the presence of errors are not only nonconvex
functions of precoders but also consist of cross terms between
S-R and R-D channel estimation errors and their second-order
terms. The aforementioned optimization problem can be ap-
proximately solved using the robust approach of [5]. However,
this design becomes conservative and further assumes that the
errors are sufficiently small (w.r.t. estimated channels) so that
their second-order terms are negligible.

In view of the existing challenges, and motivated by the fact
that the optimal transmission strategy, in the sense of mini-
mizing symbol error-rate (SER), in a point-to-point MIMO link
with imperfect CSI is the combination of orthogonal space-
time block codes (OSTBC) and beamforming [6], we envisage
a novel two-hop relay system in which the source and relay
use OSTBCs along with their precoders. Due to the orthogonal
properties of OSTBC, the joint optimization of the robust source
and relay precoders is simplified without loss in the SNR opti-
mality, and spectral efficiency for a class of full-rate OSTBC
like the Alamouti code. Considering that the CSI of the S-R
and R-D channels is imperfectly known at the source and relay
nodes, respectively, we propose a robust design of source and
relay precoders based on the worst-case approach, namely, max-
imization of the minimum SNR under sum power constraint of
the source and relay. It is shown that this precoder optimiza-
tion problem can be exactly reformulated as a convex problem
which can be reduced to a joint source-relay power allocation
problem. Using an approximation based on the assumption of
medium to high average SNRs of two-hop links, highly efficient
closed-form solutions for the power allocation problem are ob-
tained by solving its Karush-Kuhn-Tucker (KKT) conditions.
The accuracy of this approximation is validated through numer-
ical results which show that the proposed robust precoder de-
sign with OSTBCs outperforms robust beamforming (without
OSTBCs) based on the conservative worst-case design [5].

It is important to remark that in employing OSTBCs at the
source and relay nodes, the resulting worst-case optimization
structurally resembles the robust precoder design problem for
a single-user MIMO link in [8]. In this regard, our work, in
essence, extends the work in [8] to a MIMO relay system. Nev-
ertheless, this extension is a difficult task since our objective
function is a nontrivial function of the worst-case SNRs of the
S-R and R-D channels, whereas in [8], the objective function is
simply the worst-case SNR.

Notations

We use standard notational conventions as in [5].
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Fig. 1. Precoding of OSTBC for MIMO relay system.

II. SYSTEM MODEL

As shown in Fig. 1, the considered two-hop relay system con-
sists of source, relay and destination nodes with M7, My and
M3 antennas, respectively. The direct link between the source
and destination does not exist since it lies out of the coverage
area of the source. The end-to-end signal transmission from
the source to the destination takes place in two phases. In the
first phase of 7" S-R channel uses, the relay receives Y, =
HlFlc(s) + N”, where C(s) € C*:*T (C(s)CH(s) =
@l|s||?Iay, ) is the OSTBC matrix formed from zero-mean com-
plex source symbol s = [s1,...,sx] with E {|sx[*} =1, a is
code specific constant (e.g., @ = 1 for the Alamouti code [7]),
F; € CMi*Mi s the source precoder, H; € CM2*M1 s the
S-R MIMO channel and IN” is a matrix of the additive white
Gaussian noise (AWGN) samples at the relay having zero mean
and variance 2. The relay processes Y, with maximum ratio
combiner (MRC). In this case, the S-R MIMO channel turns into
K parallel single-input single-output (SISO) channels. Thus,
the signal received by the relay on the kth S-R SISO channel
can be given by [7]

yr = |[HyFillsp +n1p, k€ {1,....K} (1)
where 11, ~ N (0,07 = 67/a) is the AWGN at the relay for
the kth S-R SISO channel and follows complex Gaussian dis-

tribution with zero-mean and variance o%. The relay normalizes
R1E . 4
{ui},_, yielding
I YR ||H1F1||ék + N1k

-, (2)
tT ey VIR

In the second phase of 7' R-D channel uses, the destination re-
ceives Yy = HoFoC(§7)+ N9 where C(y7) € CM2*T is the
OSTBC formed from % = [¢, ... g%], Fy € CM2*M2 jsthe
relay precoder, Hy € C*3%M2 5 the R-D MIMO channel and
N4 is the matrix of AWGN samples at the destination having
zero mean and variance 3.

As in the case of kth S-R SISO channel, the signal received
by the destination on the kth R-D SISO channel becomes

i = [HaoFslgg + now, Vk 3)

where ns ), ~ N (0,02 = 63 /a) is the AWGN at the destina-
tion for the kth R-D SISO channel. Using (2), (3) can be written
as

o _ [HoFol[[HiFy[sg + [HoFo([na s

JEEPrg e @
The SNR at the destination can be expressed as
= ||H2F2||2HH F.|? M
[HoFo| 20 + [HiFy205 + 0f03 — m+72+ 1(5)
where v; = |H,;F;||?/o?,i = 1, 2. The transmit powers of

the source and relay per OSTBC block can be given by P, =
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Katr(F F) and P, = Katr(FoFL), respectively. The SNR
expression (5) reduces to that of [10] when F; = 1,4, Vi. Fur-
ther, (5) appears to be similar in structure to the upper bound
of the original SNR for a beamforming case without OSTBCs.
This is evident from [11, egs. (4) and (12)]. An obvious dif-
ference is that (5) is a function of source and relay precoders,
whereas [11, eq. (12)] is the function of source and destination
beamformers. Assuming perfect CSI, it is shown in [11] that
there exists a relay matrix which achieves SNR upper bound
([11, eq. (12)]). As such, in perfect CSI case, the optimal value
of v obtained with the optimal F; will be the same as the op-
timal SNR obtained with the optimal source, relay and destina-
tion beamformers of [11]. This reveals that the proposed pre-
coding with OSTBC does not incur any loss in SNR optimality
compared to beamforming without OSTBC. On the other hand,
if the source and relay have imperfect transmit side CSI, [11,
eq. (12)] is neither achievable nor applicable. In this case, a new
formulation of (5) is required and hence, the corresponding op-
timization problem cannot be addressed by the work in [11].

III. PRECODER OPTIMIZATION

We consider a time-division duplex system in which
the transmit nodes estimate their channels using limited
training/control signals received in reverse links, and use them
as estimates in the forward links, due to channel reciprocity.
Thus, the actual S-R and R-D channels can be modeled as
H, =H,+E;, ¢« =1, 2, where E; is the qncertainty corre-
sponding to the nominal (estimated) channel H;. Although it is
possible to consider that E; are Gaussian distributed and lie in
an ellipsoidal region with a certain probability, for simplicity
and making model suitable for general sources of errors, as
in [3], [8], we consider spherical region for E; with unknown
distribution. However, the upper bound for its Frobenius norm,
0; is known. It is also possible to consider that the spectral
norm of the error matrix is upper bounded by a known constant
as in [9]. The problem of maximizing the minimum SNR can
be written as

. A
max min 6a
FuF: (B <837, 7 ©
st ||Fq? < Pr (6b)

where Pr is the total power budget (normalized by Ka) and
assumed to be smaller than the maximum power each node can
transmit (e.g., in energy-constrained network), and

2 0'2 2 0'2
A E : i | | 4

i=1

-1

2

(7)
is obtained by substituting Hi = I:I,L- + E; into (5).
From (7), we can see that 4* increases monotonically
with [[(H; + E;)F;||*,Vi, ie., for given F; and Fy, the
norm-bounded {E; }12_1 that minimize ||(H; + E;)F;||?, Vi,
also minimize v*. Thus, (6) is equivalent to

2 2 2 271
max fy = {0—1 2,0 0—2} (8a)
{t:,Fi}_, t2 t1 1o
s.t. min _ |[(H; + E;)F;||? > t;, Vi, (6b). (8b)

B N<8:3 ],
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For given {F }l 1> the inner optimization P; : fi wc(Fi) £

\|Em|n<16 |(H; + E;)F,||? can be solved separately for each

1. At this point, it is important to explicitly highlight the dif-
ference between (8) and the problem solved in [8], which is
pM 1?];‘1}X foc(F) s.t. tr(FF¥) < P, where the index i is

removed from F;, f; w.(F;) and P; to indicate that there is
only one precoder (source). It is clear that P* is only a special
case of (8) when its objective function reduces to #; or £ and
the number of precoders reduces to one. The similarity between
(8) and P™M lies in the fact that the approach used for convex
reformulation of P in [8] is applicable for reformulating (8b).
However, in the underlying problem, we still must tackle with
(8a) and obtain appropriate solutions for (8). These solutions
require new derivations and are pursued both numerically and
analytically, and validated in Section I'V.

Since P; is convex and Slater’s condition holds, the duality
gap between P; and its dual problem is zero [12]. Hence, 7; can
be replaced by its dual maximization problem P : IAX g; (1i),

i

where ¢;{(jt;) = néin L(E;, pi), L(E;, ;) is the Lagrangian

function for P; and lm is the corresponding Lagrangian mul-
tiplier. Further, as discussed before, fo monotonically increases

with ¢; where ¢; = - H1HH<15 ||(H; + E;)F;||? at the optimality.

Thus, (8) can be expressed equivalently as

, 1. ;
min Jo " st gi(pu) > 4, Vi, (%a)
(bW o, ()
tr(W; + Wy) < Pr (%b)

where W, = F,F# > 0. Solving mm L(E;, 11;) [8], we can get

gi(pi) = h Z; hz—vec(H W, )HZ veo(H W) — 11362 where
Z; = W] @Iy, Z; = W, ey, W, = (,MzI\L +
W1 and h; = vec(H;). Then, using the Schur-Complement
theorem [12], g;(j1;) > #; can be expressed as the following
linear matrix inequality

Wi ® Ix’\/[;,+1 vec(ICLWi)

N . N = 0. 10
VeC(H.L'W,t‘)H hHZtht — /1@(5-2 — tL - ( )

Recall thatin (9), we have fy * = o7t +0’§ﬁ2 +(fl Ft eyt
Since t; and t; are positive scalars, both #; * and #; * are convex

functions [12] of #; and 5. Further, it can be shown that the
Hessian matrix (the derivations are skipped due to space con-
straints) of £; ", ! is positive semidefinite, i.e., #; 't * is also
convex in t; and 5. Consequently, the objective function of (9)
is convex. It is still not straightforward to solve (9). Using an
auxiliary variable T, we re-express (9) as

-1 A 9
fo =01

72 <tyta, (10), (9b).

2 2

min + oot ? st

1, 2
Wy i+ odty !
Tt Wi }o_q

(11)

Since hyperbolic constraint 72 < #;#» can be expressed as the
convex constraint ||[v/27, 1, ]| < t1 + to, we get
min

f71 s.t. (10), (96),
{mt:, Wini b2, 0 ( )(

t1+1t2 > ||[\/§7'=751,752H|

(12a)

(12b)

which can be solved using interior-point methods [12] with
a complexity of O(M?) for M; = M;;; = M. We now
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provide an approximate semi-analytical approach which solves
(12) with a complexity of O(M?), same as performing an
eigen-decomposition (ED) of an M x M matrix.

1) Closed-Form Solution: Letthe EDs of W; and I:If{ I:Ii be
given by W; = U;Aw, U and HI'H; = Uy Ay U2 with
Wiand Al k= 1,...,M;, in
the non-decreasing order. Note that /\Ik{’ =0forallk > r; 2
rank(I:I,j). Using these EDs in g;( ;) and applying Lemma 3 of
[8], it can be easily shown that U; = Uy , V¢, are optimal for
(9). Let us define g;(u;) as

their respective eigenvalues A

ri \W,yH;
Ar AL .
E TR TR T 67

Gilpi) £ 9i(ni, Us = Uy ) = W,
k=1 A

)

Since no power will be allocated to zero A;', we can con-
sider )\W' = 0 for & > r; and obtain the total power as
P=> )\Wl + Z )\yv2. Then, using the approximation
t1/o% + 1‘2/02 > 1, (9) can be written as

min fost. gi(ps) > t:. Vi, p < Pr

{t,‘,,#,’,:AZ}V

(13)

=1

where fo = ot; +o3ts " Because fois convex 9:( ;) canbe
proved to be a concave function of zi; and )\ + ' [8], and Slater’s
condition holds and is sufficient for constraint qualification, (13)
can be solved by using the KKT conditions. The Lagrangian
function for (13) is given by

fO+ZVL

where v; > 0 and v > 0 are the Lagrangian multipliers.
Proposition: The KKT optimality conditions for (13) results
into the optimal objective function given by

PT(Cl—(iq«/%) ((’2—(1’2 VV))

i/(z/l'u gL/l’ )+V(l~)_PT)

ot = . , (14)
0 §[o2/Z + 01/ 7]
where &; = Sp_, (ML 6 = a0 - 82,6 = Ti AR

n' € {1,..
§ as a function of {v/v;, n'} is first defined in Appendix.
Proof: Please see Appendix.

., 75} is an integer such that AL 1+1 < 1//1/Z < \H:

nt ?

IV. NUMERICAL RESULTS

We compare the worst-case performance of robust precoding
schemes with the OSTBC, namely, the proposed method
(PM), beamforming (BF+OSTBC) and equal power allocation
(EP+OSTBC). We also show the performance of the robust
beamforming without OSTBC (RBF). For the latter three
methods, the worst-case objective functions as a function of
power allocation parameters are obtained using the worst-case

errors in [5]. For BF+OSTBC, we get F; = [\/—u ,0,...,0],
where uHi is the first column of Uy . For EP+OSTBC we
have F; = /b; i:Ias,. Then, we solve the problem

b11b27%2
max

— = st.b+ by <P
biby D11 + ba¥e + 17 Pt

(15)
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Fig. 2. Performance comparison between different robust schemes. (a) Worst-
case SNR versus 2. (b) Worst-case SNR versus o7.

2(A1i — 6% A = /A for BE+OSTBC,
and 7, = o, 2(||H;]] — 8;)* for EP+OSTBC with b; =
0.5Pr/M;. In the RBF case, the source, relay and destination
beamformers form the matching solution as in [11] for the
worst-case errors [5]. The source and relay powers in this case
are optimized by solving

abx
max —=
a.b by

where ¥; = o,

g st.a+b ((L(;\Ll + 61)2 + 0’%) < Pr (16)

where x = (5\1 1— (51)2(:\1 9 — 52)2 andy = (5\1 2 +(52)2 Sim-
ulation results are obtained by averaging over 200 independent
realizations of H1 and Hg whose entries are i.1.d. zero-mean
complex Gaussian random variables with variance v/2. In all
simulations, we take M7, = M, = 2 (Alamouti code with
a= 1), M3 = 4, PT = 2, 51 = (],HH,HQ with dl = dQ =0.1.
The average worst-case SNRs (in dB) versus o2 with 07 =
0.0316 and o7 with 02 = 0.0316, are respectively, shown in
Fig. 2(a) and (b) for different schemes. These figures show that
there exists negligible difference between the exact numerical
and approximate semi-analytical solutions of the PM. The PM
outperforms all other designs. The respective gains of the PM
over BF+OSTBC, RBF, and EP+OSTBC areup to 1.5 dB, 2 dB,
and 4 dB, which is significant since the PM (semi-analytical)
can be solved with the similar minimal degree of complexity as
the other three methods.

APPENDIX

Notice that g; (i, ) = #;. Vi hold at the optimality of (9). It can
be also verified by contradiction that at the optimality, p < Pr
in (13) becomes equality. The related discussions are skipped
due to limited space. Solving the partial derivatives of L w.r.t.
t, and t9, we obtain v; = a%tl Ve = 02t 2 , which shows
that v; = 0 is not possible due to the facts that g? # 0andt; is
finite (cf. (8)). Solving the partial derivative of L w.r.t. /\XV , We
get v;(AF 12 /(O + pi)?) = v. Since v; # 0, p; = 0 cannot
be true at the optimality, it is clear that 7 # 0. Hence, we get

H

)\k‘”l/i I:I
-1 L, fOTL<A,7,

szl _ v i v k (17)
0, for £ > At

Vi, k. Note that (17) corresponds to water-filling type of solu-
tion. In contrast to the single-hop MIMO link [3], (17) consists
of two stage water-filling, i.e., one at the source and the other
at the relay where the corresponding water-levels are associ-
ated through the common parameter ». Substituting (17) into
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the complementary slackness condition »; (#; — g;(11;)) = 0,
we obtain

ti = pi(a; — Gys; — 67), Vi (18)
where @&; = Y1, )\fl', @ RVO Y = v/,

and n' is the integer such that /\ZV in (17) are )\k = 0 for
all & where £ > n'. Applying (17) into the KKT condition
v(p — Pr) = 0, we get

141 (&13;1 — ’rLl) + 2 (&gsgl — n2) = Pr. (19)
Some manipulations of (18) and v; = o7t 2 Vi, gives
by o2 [1n _ oo — sa0ia) (20)

tl N g1 Vo [Ll((ll — .5’16&1)

where ¢; = &; — 67 (i = 1, 2). Solving (20) and (19), we get

PT510'1(C2 — 5[252) _ PTSQO'Q(Cl — 6&151)
1— ~ s H2 — = .

S 5

1)
where § = ((5/,1 — 77,151)((12 — (36252)0'1 + (@,2 — ﬂ,2=€2)(61 —
(t181)02. The remaining task is to determine v /v; and n'. An-
il S viv; < )\?f
6L/6uZ = 0 and using (17), we can obtain //v; as a function of

*. Then, v/v; that satisfies )\H_H <v/y; < )\ * is chosen for
each 1. Finally, using (18) and (21), we get (14). ThlS completes
the proof of the Proposition.

alyzing (17), it is easy to verify AH . Solving

REFERENCES

[1] C.Xing, S. Ma, and Y.-C. Wu, “Robust joint design of linear precoder
and destination equalizer for dual-hop amplify-and-forward MIMO
relay systems,” [EEE Trans. Signal Process., vol. 58, no. 4, pp.
2273-2283, Apr. 2010.

[2] H. W.Je, D. H. Kim, and K. B. Lee, “Joint precoding for MIMO-relay
systems with partial channel state information,” in Proc. IEEE ICC’09,
Dresden, Germany, Jun. 2009.

[3] A. Abdel-Samad, T. N. Davidson, and A. B. Gershman, “Robust
transmit eigen beamforming based on imperfect channel state infor-
mation,” IEEE Trans. Signal Process., vol. 54, no. 5, May 2006.

[4] E. A. Gharavol, Y.-C. Liang, and K. Mouthaan, “Robust linear beam-
forming for MIMO relay with imperfect channel state information,” in
Proc. IEEE PIMRC’10, Istanbul, Turkey, Sep. 2010.

[5] B. K. Chalise and L. Vandendorpe, “MIMO relay design for multi-
point-to-multipoint communications with imperfect channel state in-
formation,” IEEE Trans. Signal Process., vol. 57,n0. 7, pp. 2785-2796,
Jul. 2009.

[6] S.Zhou and G. B. Giannakis, “Optimal transmitter eigen-beamforming
and space-time block coding based on channel mean feedback,” IEEE
Trans. Signal Process., vol. 50, no. 10, pp. 2599-2613, Oct. 2002.

[7] A. Hjorugnes and D. Gesbert, “Precoding of orthogonal-space time
block codes in arbitrarily correlated MIMO channels: Iterative and
closed-form solutions,” IEEE Trans. Wireless Commun., vol. 6, no. 3,
pp. 1072-1082, Mar. 2007.

[8] J. Wang and D. P. Palomar, “Worst-case robust MIMO transmission
with imperfect channel knowledge,” IEEE Trans. Signal Process., vol.
57, no. 8, Aug. 2009.

[9] J. Wang and M. Payaro, “On the robustness of transmit beamforming,”
IEEE Trans. Signal Process., vol. 58, no. 11, pp. 5933-5938, Nov.
2010.

[10] L. Yang and Q. T. Zhang, “Performance analysis of MIMO relay wire-
less networks with orthogonal STBC,” IEEE Trans. Veh. Technol., vol.
59, no. 7, pp. 3668-36674, Sep. 2010.

[11] B. Khoshnevis, W. Yu, and R. Adve, “Grassmannian beamforming for
MIMO amplify-and-forward relaying,” IEEE J. Sel. Areas Commun.,
vol. 26, no. 8, pp. 1397-1407, Oct. 2008.

[12] S. Boyd and L. Vandenberghe, Convex Optimization.
U.K.: Cambridge Univ. Press, 2004.

Cambridge,



